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요 약 
 

Event cameras have a lot of advantages over traditional cameras, such as low latency, high temporal 

resolution, and high dynamic range. However, since the outputs of event cameras are the sequences of 

asynchronous events over time rather than actual intensity images, existing algorithms could not be directly 

applied. Therefore, it is demanding to generate intensity images from events for other tasks. In this paper, we 

unlock the potential of event camera-based conditional generative adversarial networks to create 
images/videos from an adjustable portion of the event data stream. The stacks of space-time coordinates of 

events are used as inputs and the network is trained to reproduce images based on the spatio-temporal 

intensity changes. The usefulness of event cameras to generate high dynamic range (HDR) images even in 

extreme illumination conditions and also non blurred images under rapid motion is also shown. The 

usefulness of event cameras to generate high dynamic range (HDR) images even in extreme illumination 

conditions and also non-blurred images under rapid motion is also shown. In addition, the possibility of 

generating very high frame rate videos is demonstrated, theoretically up to 1 million frames per second (FPS) 

since the temporal resolution of event cameras are about 1 millisecond. Proposed methods are evaluated by 
comparing the results with the intensity images captured on the same pixel grid-line of events using online 

available real datasets and synthetic datasets produced by the event camera simulator. 

  

 

 

1. Introduction 

Event cameras are bio-inspired vision sensors that mimic the 

human eye in receiving the visual information. While traditional 

cameras transmit intensity frames at a fixed rate, event cameras 

transmit the changes of intensity at the time of the changes, in 

the form of asynchronous events that deliver space-time 

coordinates of the intensity changes. They have lots of advantages 

over traditional cameras, e.g. low latency in the order of 

microseconds, high temporal resolution (around 1 µs) and high 

dynamic range. However, since the outputs of events cameras 

are the sequences of asynchronous events over time rather than 

actual intensity images, most existing algorithms cannot be 

directly applied. Thus, although it has been recently shown that 

event cam- eras are sufficient to perform some tasks such as 6-DoF 

pose estimation and 3D reconstruction, it will be a great help if 

we can generate intensity images from events for other tasks such 

as object detection, tracking and SLAM. 

In this paper, we first propose the event-based domain translation 

framework that generates better quality images from events 

compared with active pixel sensor (APS) frames and other 

previous methods. For this framework, two novel and initiative 

event stacking methods (see Figure.1) are also proposed based on 

shifting over the event stream, stacking based on time (SBT) and 

stacking based on the number of events (SBE), such that we can 

reach high frame rate and HDR representation with no motion 

blur, which is, in contrast, impossible for the normal cameras. 

It turns out that it is possible to generate a video with up to 1 

million FPS using these stacking methods.  

 

2. Proposed methods 

2.1 Event stacking  

In an event camera, each event e is represented as a tuple (u, v, 

t, p), where u and v are the pixel coordinates and t is the 

timestamp of the event, and p = ±1 is the polarity of the event, 

which is the sign of the brightness change (p = 0 for no event). 

These events are shown as a stream on the left of Fig. 1. Based 

on the frame rate of intensity camera, we have synchronized 

APS images and asynchronous events in between two 

consecutive APS frames. To feed event data input to the 

network, new representations of event data are required. When 

denoting the temporal resolution of an event camera by δt and 

the time duration by td, the size of the 3D volume is (w, h, n), 

where w and h represent the spatial resolution of an event 

camera and n = td /δt. This is equivalent to have the n-channel 

image input for the network. This representation preserves all 

the information about events. However, the problem is that the 

number of channels is very huge. For this reason, we construct 

the 3D event volume with small n by forming each channel 

via merging and stacking the events within a small time 



interval.  

2.2  Network architecture  

To reconstruct HDR and high temporal resolution images and 

videos from events, we exploit currently available deep 

learning models, such as cGANs, as potential solutions for 

event vision. cGANs [1] are generative models that learn a 

mapping from observed image x and random noise vector z to 

the output image y, G: {x, z}→y (see Figure.2).   

 

Figure 1. The event stream and construction of stacks by SBT and SBE. Two main 

color tuples of (Red(+), Blue(-)) and (Green(+), Cyan(-)) express the event 

polarity (plus, minus) throughout this paper.  

 

 

Figure 2. The proposed framework with the generator and discriminator 

networks.  

3. Experiment and evaluation 

To explore the capability of our method, we conduct intensive 

experiments on the  both real-world and simulated datasets, and also 

use another open-source dataset with three real sequences (Face, 

jumping, and ball) [2] for comparison.  

Figure 3. From left to right, input events, active pixel sensor (APS) images 
from the DAVIS camera, and our results. Our methods construct HDR 
images with more details that normal cameras could not reproduce as in 
APS frames. 

Figure 4. Reconstructed outputs from the inputs generated by simulator.  

T a b l e . 1  C o m p a r i s o n  o f  B R Q U E  s c o r e s  w i t h  [ 2 ]  a n d  [ 3 ] .   

Sequence        Face    Jumping     Ball 
Bardow [2] 22.27±8.81 29.39±7.27 29.37±9.61 
Munda [21] 27.29±7.27 48.18±6.70 34.98±9.31 
Ours(n = 3) 48.26±3.14 48.34±2.18 39.18±3.49 

Figure.5 Comparison to the methods of Bardow et al .  [2] and 
Munda et al. [3] 

4. Conclusion 

We demonstrated how our cGANs-based approach can benefit 

from the properties of event cameras to accurately reconstruct HDR 

non-blurred intensity images and high frame rate videos from pure 

events. We first proposed two initiative event stacking methods 

(SBT and SBE) for both image and video reconstruction from 

events using the network. We then showed the advantages of 

using event cameras to generate high dynamic range images and 
high frame rate videos through experiments based on our datasets 

made of online available real-world sequences and simulator. 
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